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Abstract

Wireless Sensor Networks have shown great potential in filling in a gap with current
Emergency Response (ER) - the lack of real-time information on the status of an incident.
Sensors deployed in the monitoring field can transmit real-time data from the network
wirelessly, and can therefore report emergency situations (such as fires) quickly and reliably.
However, it is difficult for humans to directly interpret large sensor data streams because
sensor data often contains noise. In addition, sensor data is often meaningless unless it is
associated with time and location information. This paper investigates the process of making
sensor data work effectively for ER. The requirements for designing the suitable sensor data
processing methods for ER applications have been analyzed. The findings demonstrated that
in order to make sensor data work for ER: (a) it needs to be properly pre-processed, (b) it
must be stored and managed efficiently, and (c) meaning must be extracted from the data
prior to its presentation to the emergency responders. A data storage mechanism design has
been proposed for the storage and management of real-time sensor data streams and their
associated time and location information. A database schema and associated support for query
efficiency have been devised. The system can adapt itself to the different stages of a
developing emergency incident. A sensor data cleaning method has been proposed to reduce
noise and data outliers and quickly reflect real environmental changes. A sensor state model
has been proposed, and detection rules for each state have been defined, in order that outliers
can be distinguished from real abnormalities. Finally, simulations have been carried out to
evaluate the proposed approaches for data storage and data cleaning. Test results show that
the method is valid and is a promising basis for further extraction of meaning from sensor
data.
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1. Introduction

One of the most important goals for incident commanders during an emergency is ‘Situation
Awareness’, the process of obtaining information to comprehend the nature of the emergency
and project its status in the near future. Researchers have identified that both ‘outside building
information’ (e.g. the best access to the sites) and ‘inside building information’ (e.g. the
occurrence and spread of fire incidents in the building) are required to provide a full picture in
the event of an emergency. Some of the latest Emergency Response Systems (ERS) have
integrated technologies such as Global Positioning System (GPS) to help emergency
responders arrive on site as quickly as possible. However, scarcely any information from the
inside of the building is provided by current ERS. On arrival at the incident sites, incident
commanders have to assess the situation by observing from the outside, asking people who
have been in the building or people who have the knowledge of the inside, and by using the
simple facilities such as operational panels provided by commercial buildings to roughly
identify in which zone is the fire incident. However, very limited information can be obtained
by these methods and they are often time-consuming and inaccurate.

Wireless Sensor Networks (WSN) have shown their potential in providing the “inside
building” information. Sensors that are battery-powered, light and cheap can be deployed in
the building to monitor the environment, and they can transfer real-time information about the
occurrence and spread of an incident (such as a fire) to outside of the building. Information
on, for example, temperatures, smoke ingress, gaseous composition, can provide great
benefits to the situation awareness of the incident commanders.

It is, however, difficult for humans to directly interpret large sensor data streams because
sensor data often contains large amount of redundancy, which would be hard for even a
professional data analyst to interpret. Sensor data also frequently contains ‘noise’, which can
be difficult to separate out from ‘real’ data. In addition, sensor data is usually meaningless
unless it is associated with time and location information. This paper mainly focuses on the
steps and technologies required to make sensor data work for emergency response.

The paper is structured as follows. Section 2 analyzes the requirements of WSN-based ER
applications, the features of sensor data and the challenges of designing suitable sensor data
processing methods. Section 3 describes the data storage mechanism, including the data
storage structure and associated management. The proposed sensor data cleaning algorithm is
presented in Section 4. Section 5 discusses the simulation that has been carried out to evaluate
the proposed data storage mechanism and data cleaning algorithm. Section 6 concludes by
discussing current findings and future work.

2. Requirement Analysis

The sensor data processing techniques that are required to make sensor data work for
Emergency Response depend on the ER application and the nature of sensor data that feeds
those applications.

2.1 Application level requirements

Emergency Response demands some fundamental features from any technology applied in
this area.

Timeliness

The nature of Emergency Response requires timely and efficient response to incidents,
because any delay may result in the loss of life and property. “In the practitioner community,
emergency managers have learned and stated that accurate and timely information is as
crucial as is rapid and coherent coordination among the responding organizations.”(Walle and
Turoff, 2007) Therefore, it is required that WSN-based ER applications be resilient, real-time
systems, and support swift queries.

Accuracy
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The accuracy of the sensor data is essential for Emergency Response applications, because
the accuracy of the sensor data may influence the correctness of any decisions made by
incident commanders. For example, if alarms generated by noises or outliers are not filtered,
the false alarms will result in a significant waste of time and personnel resource responding to
non-existent emergencies. However, if a real emergency is filtered by mistake, the result
could be the loss of life or property. Sometimes, the decisions made based on sensor data can
be a matter of life or death, hence it is important to maximise the quality of sensor data.

2.2 Features of Sensor Data

In comparison with traditional data, data from WSN has special features, which bring
challenges in managing and processing sensor data.

Streaming feature

Traditional data is usually static entries input by a human, whereas sensor data is
automatically generated streaming data. “Data streams have different characteristics from the
data of traditional data processing.”(Kim et. al., 2005) The streaming feature requires real-
time online data processing. The streaming feature also means that the total volume of sensor
data rises as the time duration increases. Therefore, a data storage mechanism which can
maintain high query efficiency in spite of the increase in volume of data is required.

High temporal and spatial correlations

Sensors are usually deployed at a certain density so that they can cover the entire monitoring
field. In normal situations, the environment doesn’t change or changes very slowly, therefore
“the readings observed at one time instant are highly indicative of the readings observed at the
next time instant, as are readings at nearby devices” (Jeffery et. al., 2006). This high temporal
and spatial correlation can be used to detect outliers and improve the quality of sensor data. In
fact, sensor readings only have meaning if they are associated with time and location.

Redundancy

The strong spatial and temporal correlations typically present in sensor data can result in
significant data redundancy in a database, yet it also reveals that the redundancy could be
used to predict missing values and to detect outliers. A certain level of redundancy can
improve the accuracy of database query results. Therefore, the solution to the redundancy
issue of sensor data is not simply removing redundant data but to maintain it at a level that
provides confidence in its data without producing unnecessary storage demands.

Noisy

Sensors are designed to be low cost and have low power consumption, however, this design
focus may result in the accuracy of sensors being limited. In addition, sensors are normally
deployed in harsh environment with background interference, and consequently sensors can
experience internal fault or damage during emergencies such as fires. Research has stated that
sensor data often contains errors (due to sensor function) and noise (due to other
environmental interference) (Elnahrawy and Nath, 2003). This feature indicates that sensor
data should be cleaned before being stored in any database.

As a result of the application level requirements and the special features of sensor data,

e A suitable data storage mechanism is required to store and manage sensor data efficiently,

e Data cleaning should be executed before saving data into a database,

e Sensor data should be integrated with time and location information to present meaning to
Emergency Responders.

3. Data Storage Mechanism

The Data Storage Mechanism (DSM) is the way that data is stored and managed. It has a
major impact on the efficiency of further data processing. However the importance of the
DSM for sensor data does not seem to be highly recognised in other research on sensor data
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management. Existing sensor data storage research has focused on purely technical issues

such as energy consumption (Mathur et. al., 2006) or storage placement (Ganesan et. al.,

2003). Our aim is to design a DSM suitable for ER applications, which

e Stores and manages sensor readings, time-related information and location-related
information,

e Supports timely response to queries regardless of the increase in volume of data,

e Is dynamic and flexible enough to accommodate different needs at different incident
stages.

Database schema

The data that need to be stored can be classified into three categories: sensor information
(including sensor identifier and sensor readings), time-related information and location-
related information.

The overall database structure designed is as shown in Figure 1. The SensorReading table
stores and manages streaming data received from the WSN. The SensorDeployment table
stores and manages associated sensor location. Building information is stored in two tables,
Building and FloorMap.

PK| BuildingID* — -
HouseNumber*| _| LA FK| B“”diI‘ng
Street* ! 1<] |Floor

* PK|MapID*
Aot Location
Postcode™
Country* i

7

PK| SensorNodelD*
Timestamp*

Attribute PKFK|SensorNodelD*
: xPos*

Attribute n yPos*
—_— FK  |MaplD*

Figure 1. Overall database schema.

Each tuple in the SensorReading table specifies the source of the sensor data (SensorNodelD),
the time instance that the sensor data is generated (Timestamp), and several sensor readings
(Attributes 1 to n). Each sensor node can carry a number of sensors, each of which is
considered to generate an attribute of the sensor node and assigned an attribute name, such as
temperature, smoke, flame, etc. Atrributel to n will be replaced by attribute names in real
applications. A sensor node ID and timestamp uniquely determines its readings, written as
[SensorNodelD, Timestamp] — [A1, A2...An]. SensorNodelD is the foreign key that links to
the primary key on the SensorDeployment table.

Each tuple in the SensorDeployment table specifies a sensor node (SensorNodelD), where it
is deployed (Map), and its relative coordinates on the map (x, y). A sensor node ID uniquely
determines where it’s deployed, written as [SensorNodelD] — [Map, X, y].

Building information is organized as a table containing entries for each building address, and
a table of floor maps. Each tuple in the Building table specifies a building (BuildingID), and
its address (HouseNumber, Street, Town, Postcode, Country). A building ID uniquely
determines its address, written as [BuildinglD] — [HouseNumber, Street, Town, Postcode,
Country]. Each tuple in the FloorMap table specifies what a map describes (BuildingID, Floor)
and where the map is stored (Map). A building and floor pair uniquely determines its map,
written as [BuildingID, Floor] — [Map].

In the case of an emergency, the building data can be retrieved by searching by its address
and postcode from the central database, then the required floor map can be retrieved and
displayed. Time-related information is associated with sensor data in the SensorReading table,
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and the real-time sensor readings can be associated with its location on the floor map through
the bridge of the SensorDeployment table.

Time-driven data management

Sensor data is real-time streaming data, which means that as the time duration increases, the
size of the database will grow, therefore, the query efficiency will drop. A time range based
partitioning is used to maintain the query efficiency.

Partitioning is the division of a database or its element into smaller, more manageable parts,
according to the partition key, so that only the partitions that contain the answer to the query
will be scanned rather than the whole dataset. Partitioning gives benefits such as
manageability, performance and scalability.

SensorReadings SensorReadings
with Partition without Partition
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= =
3 3
[} [}
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3 3
Number
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scanned
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Figure 2. Time range based database partition.

In the scenarios that we are concerned with, typical queries are time range based queries such
as: “what is the distribution of sensor readings in the area S between time A and time B?”
Partitioning the table SensorReadings by time range will store the data in more manageable
parts according to the timestamp, therefore although only the number of partitions will
increase as the size of the dataset grows, the number of rows that need to be scanned for any
query will be kept relatively stable, since only partitions that contain answers to such queries
will be scanned instead of the whole dataset, as shown in Figure 2. Therefore, the database
can still maintain query efficiency as the volume of data increases.

Dynamic support for different incident stages

The system is also designed to collect data adaptively according to different incident stages.
Before an incident, data collection can be configured at a low frequency. Sensors can be in
sleep mode most of the time and only wake up once in a while to monitor the environment.
When a suspicious state is detected, data collection frequency can be increased. During
incidents, sensor readings will be saved in real-time. Finally, the data collection frequency
can be set back to normal after the incident.

The benefits of the adaptive behaviour are twofold, it reduces the energy consumption of the
sensor network, and it reduces the amount of data storage space that is required (as shown in

I:l data volume with adaptive frequency
data volume with single frequency

Figure 3. Adaptive sampling frequency.
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4. Data Cleaning

Sensor data cleaning mainly deals with three data quality problems: noise, outliers, and
missing values.

Researchers have used approaches such as Bayesian Theory (Elnahrawy and Nath, 2004),
Neural Network (Petrosino and Staiano, 2007), Wavelets (Zhuang and Chen, 2006), Kalman
Filter and Weighted Moving Average (Zhuang, Y. et. al., 2007) for sensor data cleaning.
However, using probability theory to predict the most likely range that sensor sampling falls
in has limitations in application to ER, because emergencies are unpredictable events, and
using probabilities learned from data collected from one environment to predict sensor
samplings in another environment may not be appropriate. Approaches based on Neural
Networks are usually based on theories and simulations, but the possibility of implementing
such a complex system in practical situations has not been envisaged. Wavelet transformation
based methods require an initial dataset large enough to be able to separate noise from real
data, and is therefore more suitable for the analysis of historical data rather than real time
data. Compared to the above, Weighted Moving Average is easy to implement, however its
flexibility is limited and the neighbour tests phase might be an issue because it may result in
neighbours checking each other, causing overflowed checking requests. Comparing to these,
Kalman Filter method was chosen for further research because of its good performance in
filtering data and lightweight implementation.

Accuracy and timeliness are vital for ER. Therefore, removing outliers in the sensor data as
well as quickly reflecting any real changes in the sensed values is the main focus of the sensor
data cleaning approach designed. The designed algorithm adopted a Kalman Filter to filter
noises, and integrated a proposed sensor state model and neighbour support with the Kalman
Filter to achieve the goal of removing outliers as well as quickly reflecting real changes.

4.1 Kalman Filter

A Kalman Filter can be applied to smooth noisy sensor input for further processing. It is
represented by the system model x, = Ax, , + Bu, , +w, ,, which calculates the state x, from

its previous state Xi.; and control input ui.;, with a measurement model z, = Hx, +v, .The

random variables wy; and uy; represent the process and measurement noise (respectively).
They are assumed to be independent (of each other), white, and with normal probability

distributions: p(w) ~ N(0,Q), p(v)~ N(0O,R).

In a broad high-level overview, the on-going Kalman Filter cycle can be summarized as:

Step 1: Time Update. The filter calculates the estimated state x, from its previous state
using equation x, = Ax, , +Bu, ,, (1)
and calculates the error covariance of the estimation £, = APHAT +0. 2)

Step 2: Measurement Update. It adjusts the projected estimation by an actual measurement

at the time, denoted as the adjusted estimationx, = x, + Kg, (z,—Hx, ), 3)
where Kg, =P, H' (HE,H" +R)™', 4)
and then updates the error covariance of the estimation P, = (/ — Kg, H)F, . Q)

The updated x, and Py will be taken as feedback to calculate the estimation for the next time.
More about Kalman Filters can be found in the reference (Welch and Bishop, 2006).
4.2 Sensor State Model

For each sensor being monitored, there are four states.
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Figure 4. Sensor State Model.

S1 (Normal): A state s is considered to be normal when the incoming reading z is within a
preset range Tv, and the rising rate is within a preset range Tr, denoted as

ses &z, elva(z, —z,_,)elr (1)

S2 (Suspicious/Checking): A suspicious state appears when the current reading is beyond the
preset range or the rising rate is beyond the preset range, denoted as

seS, oz, ¢l v(z,—z) T, (ii)

When a suspicious state occurs, the system will enter into a checking state. It will check the

Neighbour Support, which is the ratio of the number of neighbours who are in the same

Ns,

suspicious state to the number of neighbours in total. NS =—* (iii)

n

S3 (Abnormal): If the Neighbour Support is above a threshold, it indicates that an incident is
detected, denoted as s € S, <> s €S, ANS > th (iv)

S4 (Outlier): If the Neighbour Support is not enough, it is considered to be an outlier.
Outliers will be logged, and the sensor will go back to its previous state, denoted as

seS, & seS, ANS<th (v)

4.3 Sensor State Model integrated Kalman Filter

A Kalman Filter is efficient to reduce noise. However, it takes time to reflect a change in the
environment and it does not separate outliers from real environmental changes to deal with
them differently. Therefore, the sensor state model is integrated with a Kalman Filter in our
proposed algorithm. The integrated Kalman Filter adjusts the projected estimation according
to the different state of the sensor. Therefore, it can remove outliers as well as quickly reflect
the environmental changes. The on-going cycle of the integrated Kalman Filter can be
described as follows:

Step 1: Estimation/Suspicious Detection The filter calculates the estimation x, and its error
covariance F, using equation (1) and equation (2) respectively, at the same time detecting
for a suspicious state using rule (ii).

Step 2: Measurement Update If a suspicious state is found, Neighbour Support is integrated
to decide whether it is a real abnormal state or an outlier. If it is an abnormal state, the current
sensor reading is used instead of the adjusted estimation, and Py is increased to quickly reflect
the change; If it is an outlier state, the adjusted estimation is replaced by the last normal data.
If a normal state is found, the normal Kalman Filter update is used.

5. Performance Evaluation

Two groups of experiments have been carried out to evaluate the performance of the proposed
Data Storage Mechanism and the Data Cleaning Algorithm.

Data storage mechanism experiment
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The main purpose of the data storage experiment was to evaluate the query efficiency of our
database design whilst real-time data continues feeding into the database.

A data generator, databases and a query engine were implemented for this experiment, as
shown in figure 5. The data generator generated random data at certain time intervals. The
real-time data generated was then stored in both a database partitioned by range of timestamp
and a second database without partitioning. The query engine performed the same time range
queries on both databases.

I-

Database
without partition

Data
Generator

Query
Engine

-
Database
with partition

Figure 5. Database storage mechanism experiment.

The query efficiency was expected to remain the same regardless of how large the database
was becoming.

The experimental results are shown in table 1.

Size of Query Efficiency
database(rows) | Database with partition Database without partition
Rows Partitions | Time Rows Partitions Time
scanned scanned needed scanned scanned needed
5124 1524 p2 0s 5124 all 0Os
60586 1800 p32 0s 60586 all 3s
70139 1800 p37 0s 70139 all 6s

Table 1. Database query experimental result.

As the database becomes larger, for the same range query, the Database Management System
(DBMS) has to scan more rows to find answers to the query from the database without
partitioning, however the number of rows that the DBMS scanned in the partitioned database
remains the same, because only the partition that contains the data was scanned.

This experiment showed that the proposed data storage mechanism can maintain the query
efficiency regardless of the overall size of the dataset. Consequently, it could be advantageous
in Emergency Response Systems, as efficient querying can lead to an efficient response to
emergencies.

Data Cleaning Experiment

The Data cleaning experiment aimed to test three things: a) Reducing the noise in the sensor
data b) Removing outliers ¢) Quickly reflecting real changes in the environment.

Data from a 5*5 network for the duration of 300 time frames was simulated using MatLab,
with random noise and outliers (spikes) added. The test environment considered the scenario
of fire occurrence (represented by room temperature normally at around 20°C suddenly rising
to around 60°C) at a random time frame and at a random location, and spreading to the nearby
area. The proposed data cleaning algorithm is expected to be able to remove noises and
outliers as well as quickly reflect the real change in the environment that indicates a potential
fire. The result is shown in figure 6.

Comparing graph (a) with graph (b), the noises were reduced by the Kalman Filter, but there
was an obvious delay in reflecting the fire occurring at Timeframe=186, and the outlier at
Timeframe=278 were smoothed rather than being removed. Comparing graph (b) with graph
(c), the noises and outliers existing in the raw data were effectively removed by the Sensor
State Model integrated Kalman Filter, and the real environmental change was quickly
reflected.

238



Research paper Proceedings of TIEMS 2009 Annual Conference
Istanbul, June, 9" — 11

(a) raw data
100 ‘

WMIAAMAA AN AN

e A A U A A A AV P A A AN AP AAAR AN ] (NN} WG

Temperature
(61
o
T
|

0 | L L | |
0 50 100 150 200 250 300
Timeframe
(b) Kalman Filter output
[0) 100 T T T
=]
©
o 50r B
Q
IS
)
= 0 I I I | |
0 50 100 150 200 250 300
Timeframe
(c) SSM-integrated Kalman Filter output
o 100 ‘ ‘ ‘
5
©
IS
)
- 0 | | | | |
0 50 100 150 200 250 300

Timeframe

Figure 6. Data Cleaning Experiments.

6. Conclusion

In conclusion, to make sensor data work for emergency responses, sensor data needs to be
properly pre-processed and stored and managed efficiently. This must take place before
further data processing /fusion can be done on the post-processed data to help extract meaning
for the incident commanders, an example of this would be projected failures of infrastructure
due to critical temperatures.

In this paper, we have analyzed the requirements and challenges in designing such Wireless
Sensor Network based Emergency Information Management System, and proposed a data
storage mechanism and a data cleaning approach. The proposed data storage mechanism
stores and manages both real-time sensor readings and static information required by
emergency response applications. It provides dynamic support to different incident stages,
and maintains query efficiency during the incident in spite of the incident duration. The
proposed Sensor State Model integrated Kalman Filter algorithm reduces noise, removes
outliers as well as quickly reflects real abnormalities in the monitoring environment.

During the incident, different areas in the building can have different Levels of Seriousness.
A higher Level of Seriousness suggests a potentially higher risk area. The incident
commanders have confirmed that a real-time visual distribution of this information with
colour code can increase their situation awareness on site.

Future work will develop a location-based meaning extraction algorithm on top of the sensor
data, including means of determining the Level of Seriousness from the sensor data, and how
to integrate this information with floor maps.
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